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MCP components compatibility matrices

The MCP components compatibility matrices included in this document are aimed
to provide the deployment logic for a certain MCP release. By using the
matrices, you will be able to:


	Learn about the versions of MCP components that are included in a certain MCP
release

	Determine the potential upgrade paths between component versions when
upgrading from one MCP version to another




Note

The versions compatibility between the MCP components does not necessarily
mean that the Mirantis support currently covers all possible combinations
of the components. For the official Mirantis support details, see
Mirantis OpenStack Releases [https://www.mirantis.com/software/mcp/openstack/releases/].
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MCP version history












	Version
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.0 current release


	Release date
	26-Sep-2017
	31-Jan-2018
	24-Apr-2018
	15-Aug-2018
	04-Oct-2018
	26-Nov-2018
	08-Feb-2019
	22-Dec-2023








MCP lifecycle management components compatibility matrix












	Component
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.0 current release




	DriveTrain
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.26


	Aptly
	0.9.7
	1.2.0
	1.2.0
	1.3.0
	1.3.0
	1.3.0
	1.3.0
	1.3.0


	aptly-publisher
	0.12.4-1
	0.12.4-1
	0.12.11
	0.12.11
	0.12.11
	0.12.11
	0.12.12
	0.12.12


	Gerrit
	2.13.6
	2.13.6
	2.13.6
	2.13.6
	2.13.6
	2.13.6
	2.13.6
	2.15.17


	jenkins-master
	2.52
	2.93
	2.100
	2.121.2, 2.100
	2.121.2, 2.100
	2.121.2, 2.121.3
	2.138.3
	2.263.4


	Jenkins pipeline-library
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.0


	MAAS
	2.3.0
	2.3.0
	2.3.0
	2.3.3
	2.3.3
	2.3.5
	2.3.5
	2.3.5


	OpenLDAP
	2.4.40
	2.4.40
	2.4.40
	2.4.40
	2.4.40
	2.4.40
	2.4.44
	2.4.44


	PostgreSQL
	9.6.2
	9.6.6-1
	9.6.6-1
	9.6
	9.6
	9.6
	9.6.10
	9.6.10


	Reclass
	1.4.1
	1.4.1
	1.4.1
	1.4.1-1tcp4
	1.4.1-1tcp4
	1.5.1-1tcp4
	1.5.6-1.0~u16.04+mcp0
	1.5.6-1.0~u16.04+mcp8


	Reclass model
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.0


	SaltStack
	2016.3
	2016.3.8
	2016.3.8
	2017.7
	2017.7
	2017.7.7
	2017.7.8
	2017.7.8


	Salt formulas
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.0


	sosreport
	n/a
	n/a
	n/a
	n/a
	n/a
	n/a
	n/a
	3.8.0-1~u16.04+mcp4 [1]








MCP operations support components compatibility matrix












	Component
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.0 current release




	StackLight
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.0


	Alerta
	-
	-
	-
	5.2.0
	5.2.0
	5.6.10
	6.5.0
	6.5.0


	Alertmanager
	0.6.2
	0.11.0
	0.11.0
	0.14.0
	0.14.0
	0.14.0
	0.15.3
	0.14.0


	Ceilometer
	✓ version depends on OS version
	✓ version depends on OS version
	- moved to OS
	- moved to OS
	- moved to OS
	- moved to OS
	- moved to OS
	- moved to OS


	Elasticsearch
	2.4.5
	5.6.5
	5.6.8
	5.6.9
	5.6.9
	5.6.12
	6.5.2
	6.8.0


	Fluentd
	-
	-
	1.0.2
	1.0.2
	1.0.2
	1.0.2
	1.2.6
	1.2.6


	Grafana
	4.3.2
	4.5.2
	4.5.2
	5.1.3
	5.1.3
	5.2.4
	5.3.4
	5.3.4


	Heka
	0.10.1
	0.10.1
	0.10.1
	0.10.1
	0.10.1
	0.10.1
	0.10.1
	0.10.1


	InfluxDB
	1.3.3-1
	1.4.2
	1.5.0
	1.5.2-1
	1.5.2-1
	1.5.2-1
	1.5.2-1
	1.5.2-1


	jmx-exporter
	-
	-
	0.10~20170912072743
	0.10~20180716100330
	0.10~20180716100330
	1:0.9-2~u16.04+mcp21
	1:0.9-2~u16.04+mcp21
	2:0.3.2-2~u16.04+mcp4


	Kibana
	4.6.4
	5.6.5
	5.6.8
	5.6.9
	5.6.9
	5.6.12
	6.5.2
	6.8.0


	libvirt-exporter
	-
	-
	0.1~20180319200151
	0.1~20180319200151
	0.1~20180319200151
	0.1-1~u16.04+mcp0
	0.1-1~u16.04+mcp0
	0.1-1~u16.04+mcp8


	MongoDB
	-
	-
	-
	2.6.10
	2.6.10
	2.6.10
	2.6.10
	2.6.10


	Prometheus
	1.6.3
	2.0.0
	2.2.1
	2.2.1
	2.2.1
	2.2.1
	2.5.0
	2.12.0


	Pushgateway
	0.4.0
	0.4.0
	0.4.0
	0.4.0
	0.4.0
	0.4.0
	0.6.0
	0.6.0


	Telegraf
	1.2
	1.5
	1.5.3
	1.5.3
	1.5.3
	1.5.3
	1.9.1
	1.9.1








MCP infrastructure components compatibility matrix












	Component
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.0 current release




	OpenStack
	Kilo
	-
	-
	-
	-
	-
	-
	-


	 
	Liberty
	-
	-
	-
	-
	-
	-
	-


	 
	Mitaka
	Mitaka
	Mitaka
	-
	-
	-
	-
	-


	 
	Ocata
	Ocata
	Ocata
	Ocata
	Ocata
	Ocata
	-
	-


	 
	-
	-
	Pike
	Pike
	Pike
	Pike
	Pike
	Pike


	 
	-
	-
	-
	-
	-
	Queens
	Queens
	Queens


	Aodh
	-
	-
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P


	Barbican
	-
	-
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P


	BGP VPN
	-
	-
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P


	Ceilometer
	-
	-
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P


	Cinder
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *


	Designate
	-
	-
	✓ O
	✓ O
	✓ O
	✓ O
	✓ O
	✓ O


	Glance
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *


	Gnocchi
	-
	-
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P


	Heat
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *


	Horizon
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *


	Ironic
	✓ TechPr
	✓ TechPr
	✓ TechPr
	✓ TechPr
	✓ TechPr
	✓ TechPr
	✓ TechPr
	✓


	Keystone
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *


	L2 Gateway
	-
	-
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P


	Manila
	-
	-
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
Deprecation notice [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/deprecation-notes.html]


	Networking ODL ML2 plugin
	-
	-
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P


	Neutron
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *


	Nova
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *
	✓ *


	Octavia
	-
	-
	-
	-
	-
	✓ P
	✓ P
	✓ P


	Panko
	-
	-
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P
	✓ P


	Kubernetes
	1.6, 1.7
	
1.7.5-2,

1.8.5-4 TechPr




	1.8.11
	1.10.4
	1.10.4
	1.11.3
	1.12.4
	1.13.6 Support termination notice [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/deprecation-notes/kubernetes-deprecated.html]


	CNI-Genie
	-
	-
	-
	1.0-138
	1.0-138
	1.0-138
	2.0-1
	2.0-1


	CNI plugins
	-
	-
	-
	0.7.1-48
	0.7.1-48
	0.7.1-48
	0.7.2-151
	0.7.2-173


	CoreDNS
	-
	-
	-
	-
	-
	1.2.2-12
	1.2.6-4
	1.4.0


	Dashboard
	1.5.1
	1.5.1
	1.5.1
	1.5.1
	1.8.3
	1.10.0-4
	1.10.1-2
	1.10.1-2


	ExternalDNS
	0.5.3
	0.5.3
	0.5.3
	0.5.3
	0.5.3
	0.5.6-2
	0.5.9-3
	0.5.11


	Flannel
	-
	-
	-
	0.10.0-amd64
	0.10.0-amd64
	0.10.0-amd64
	0.10.0-amd64
	0.10.0-amd64


	MetalLB
	-
	-
	-
	0.6.2
	0.6.2
	0.7.3-2
	0.7.3-2
	0.7.3-2


	Metrics Server
	-
	-
	-
	-
	-
	-
	0.3.1
	0.3.1


	NGINX Ingress controller
	-
	-
	-
	-
	-
	0.19.0-1
	0.21.0-3
	0.23.0


	OpenStack cloud provider
	-
	-
	-
	-
	-
	-
	0.3.0-1
	0.3.0-1


	Virtlet
	0.8.2
	0.9.3
	1.0.0
	1.1.2
	1.1.2
	1.4.1
	1.4.4
	1.5.0


	OpenContrail networking
	✓ OS O
	✓ OS O
	✓ OS O
	✓ OS O, P
	✓ OS, k8s
	✓ k8s, OS O, P, TechPr for Queens
	✓ OS O, P, Q
	✓ OS O, P, Q


	Cassandra
	2.1.20
	2.1.20
	2.1.20 OC 3.2
	2.2.12 OC 4.0, 2.1.20 OC 3.2
	2.2.12 OC 4.0, 2.1.20 OC 3.2
	2.2.12
	2.2.12 OC 4.0, 3.10 OC 4.1
	2.2.12 OC 4.0, 3.10 OC 4.1


	Kafka
	0.10.2.0
	2.9.2-0.8.2.0-0contrail0
	2.9.2-0.8.2.0-0contrail0 OC 3.2
	
2.11-0.9.0.1-0contrail1 OC 4.0

2.9.2-0.-0contrail0 OC 3.2




	
2.11-0.9.0.1-0contrail1 OC 4.0

2.9.2-0.-0contrail0 OC 3.2




	2.11-0.9.0.1-0contrail1
	
2.11-0.9.0.1-0contrail1 OC 4.0

confluent-kafka-2.11 1.1.1-1 OC 4.1




	
2.11-0.9.0.1-0contrail1 OC 4.0

confluent-kafka-2.11 1.1.1-1 OC 4.1






	OpenContrail
	
3.1.1.x OS O

3.2.3.x OS O




	
3.1.1.x OS O

3.2.3.x OS O




	
3.2.3.x OS O

3.2.10.0 OS O




	
3.2.11.0 OS O

4.0.4.0 OS P




	
3.2.11.0 OS O

4.0.4.0 OS P, k8s




	4.0.4.0 k8s, OS O, P, TechPr for Queens [0]
	
4.0.4.0 OS P, Q [0]

4.1.3.0 OS P, Q [0]




	4.1.4.0 OS P, Q


	ZooKeeper
	3.4.5
	3.4.5
	3.4.5 OC 3.2
	
3.4.8 OC 4.0

3.4.5 OC 3.2




	
3.4.8 OC 4.0

3.4.5 OC 3.2




	3.4.8
	
3.4.8 OC 4.0

3.4.8-1 OC 4.1




	3.4.8-1 OC 4.1


	Calico networking k8s
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓


	Calico
	2.3.0
	2.6.1
	2.6.1
	2.6.10
	2.6.10
	3.1.3
	3.3.1
	3.3.1


	Calico CNI
	1.10.0
	1.11.0
	1.11.0
	1.11.6
	1.11.6
	3.1.3
	3.3.1
	3.3.1


	etcd
	3.2.2
	2.2.5
	3.3.x
	3.3.8
	3.3.8
	3.3.8
	3.3.10
	3.3.12


	Ceph OS
	
Luminous,

Jewel




	Luminous
	Luminous
	Luminous
	Luminous
	Luminous 12.2.8
	Luminous 12.2.8
	
	Nautilus 14.2.22

	Luminous 12.2.13






	RadosGW
	✓
	✓
	✓
	✓
	✓
	✓
	✓
	✓








MCP underlay system components compatibility matrix












	Component
	Q3-2017
	2017.12
	2018.4.0
	2018.8.0
	2018.8.0-milestone1
	2018.11.0
	2019.2.0
	2019.2.0 current release




	containerd k8s
	-
	-
	-
	-
	-
	-
	1.2.1-1~u16.04+mcp
	1.2.5-2~u16.04+mcp


	CRI Proxy k8s
	0.9.4
	0.9.4
	0.10.0
	0.11.1
	0.11.1
	0.12.0
	0.14.0
	0.14.0


	etcd Operator k8s
	-
	-
	-
	-
	-
	0.9.2
	0.9.3
	0.9.3


	Docker
	1.13
	1.3.1
	
17.12.x SL OC CI/CD,

1.12.6 k8s




	
docker-ce 18.03.1 SL OC CI/CD,

docker-engine 1.13.1 k8s




	
docker-ce 18.03.1 SL OC CI/CD,

docker-engine 1.13.1 k8s




	
docker-ce 18.06.1 SL OC CI/CD,

docker-engine 1.13.1 k8s




	docker-ce 5:18.09.0~3-0~ubuntu-xenial
	docker-ce 5:18.09.0~3-0~ubuntu-xenial


	Galera
	25.3.10-1~u14.04+mcp1
	25.3.14-1
	25.3.14
	25.3.14
	25.3.14
	25.3.14
	25.3.14
	25.3.37.binary-1~u16.04+mcp


	Git
	2.7.4-0ubuntu1
	2.7.4
	2.7.4
	2.7.4
	2.7.4
	2.7.4
	2.7.4
	2.7.4


	GlusterFS
	3.7
	3.8.15
	3.8.15
	3.8.15
	3.8.15
	3.8.15
	3.8.15
	5.5


	HAProxy
	1.6.3-1~u14.04+mcp1
	1.6.3
	1.6.3
	1.6.3
	1.6.3
	1.6.3
	1.6.3
	1.6.3


	libvirt
	1.3.1
	1.3.1
	4.0.0-1.7~u16.04+mcp1
	4.0.0-1.7~u16.04+mcp2
	4.0.0-1.7~u16.04+mcp2
	4.0.0-1.7~u16.04+mcp3
	4.0.0-1.8.5~u16.04+mcp1
	4.0.0-1.8.10~u16.04+mcp2


	MySQL
	5.6.23
	5.6.35
	5.6.35
	5.6.35
	5.6.35
	5.6.35
	5.6.35-0.1~u16.04+mcp2
	
	5.7.43-1~u16.04+mcp1

	5.7.39-1~u16.04+mcp1 Optional






	NGINX
	1.10.0-0ubuntu0.16.0
	1.10.3
	1.10.3
	1.10.3
	1.10.3
	1.10.3
	1.10.3
	1.10.3


	Open vSwitch
	2.6
	2.6.1
	2.8.0-1~u16.04+mcp2
	2.8.0-4~u16.04+mcp1
	2.8.0-4~u16.04+mcp1
	2.8.0-4~u16.04+mcp1
	2.8.0-4~u16.04+mcp1
	2.9.5-2~u16.04+mcp


	QEMU
	2.5
	2.5
	2.11+dfsg-1.1~u16.04+mcp1
	2.11+dfsg-1.4~u16.04+mcp2
	2.11+dfsg-1.4~u16.04+mcp2
	2.11+dfsg-1.4~u16.04+mcp2
	
2.11+dfsg-1.4~u16.04+mcp2 Q,

2.11+dfsg-1.7.3~u16.04+mcp1 P




	
2.11+dfsg-1.7.39~u16.04+mcp1 Q,

2.11+dfsg-1.7.39~u16.04+mcp1 P






	RabbitMQ
	3.6.6-1~u14.04+mcp1
	3.6.6-1~u14.04+mcp1
	3.6.15-2~u16.04+mcp1
	3.6.15-3~u16.04+mcp1
	3.6.15-3~u16.04+mcp1
	3.6.15-3~u16.04+mcp1
	3.6.15-3~u16.04+mcp1
	3.8.17-1~u16.04+mcp1


	SR-IOV k8s
	0.3-9
	0.3-9
	0.3-9
	0.3-9
	0.3-9
	0.3-9
	0.3-9
	0.3-9


	Ubuntu
	
16.04,

14.04 OC ntw&nal




	
16.04,

14.04 OC ntw&nal




	16.04
	16.04
	16.04
	16.04
	16.04
	16.04


	Kernel
	
LTS 4.4.0.93.98,

HWE 4.10.0.33.35




	
LTS 4.4.0.103.108,

HWE 4.10.0.42.44




	LTS 4.4.0.116
	LTS 4.4.0.116
	LTS 4.4.0.116
	
LTS 4.4.0.116 OS O

HWE 4.15.0.36




	
HWE 4.15.0.43.64 default

HWE 4.15.0.50.71 available




	
HWE 4.15.0.43.64 default

HWE 4.15.0.72.92 available










Notations


*      -      Available in all included OpenStack releases

O, P, Q - Available only starting from the specified
letter release of OpenStack

k8s     -     Kubernetes reference

OC     -      OpenContrail reference

OC ntw&nal  - OpenContrail network and analytics nodes

OS     -      OpenStack standard reference

TechPr -      Available as technical preview only

SL OC CI/CD - StackLight, OpenContrail, and CI/CD nodes








	[0]	(1, 2, 3) OpenContrail 3.2.x is not supported for new deployments.
OpenContrail 4.0 is deprecated and not supported for new deployments
since MCP maintenance update 2019.2.4.







	[1]	Added since the MCP maintenance update 2019.2.7.








          

      

      

    

  

    
      
          
            
  
Supported upgrade paths


Caution

The upgrade and update procedures described in this section
are available as technical preview. Use these procedures
for testing and evaluation purposes only.



This section highlights the migration and upgrade paths that are supported for
the MCP components with the links to corresponding procedures.


Caution

Before proceeding with any of the upgrade procedures, verify that you have
updated DriveTrain including Aptly, Gerrit, Jenkins, Reclass, Salt formulas,
and their subcomponents to the MCP release version that supports the version
of the component you want to upgrade to. Otherwise, the related MCP product
documentation cannot apply to your MCP deployment.




Supported upgrade paths







	Component
	From
	To
	Procedure




	DriveTrain
	Build ID 2018.11.0
	Build ID 2019.2.0
	MCP Operations Guide: Upgrade MCP to the Build ID 2019.2.0 [https://docs.mirantis.com/mcp/q4-18/mcp-operations-guide/update-upgrade/major-upgrade/upgrade-mcp-release.html]


	 
	Build ID below 2018.11.0
	Build ID 2018.11.0
	MCP Operations Guide: Upgrade MCP to the Build ID 2018.11.0 [https://docs.mirantis.com/mcp/q3-18/mcp-operations-guide/update-upgrade/major-upgrade/upgrade-mcp-release.html]


Note

If your MCP version is not tagged with a Build ID, contact
Mirantis support for further details.






	OpenStack
	
Ocata

Pike




	
Pike

Queens




	MCP Operations Guide: Upgrade an MCP OpenStack environment [https://docs.mirantis.com/mcp/q4-18/mcp-operations-guide/update-upgrade/major-upgrade/upgrade-openstack.html]


	Kubernetes
	1.8 or 1.10
	1.12
	MCP Operations Guide: Update or upgrade Kubernetes [https://docs.mirantis.com/mcp/q4-18/mcp-operations-guide/update-upgrade/major-upgrade/k8s-update.html]


	Calico
	2.6
	3.3
	MCP Operations Guide: Automatically update or upgrade
Kubernetes [https://docs.mirantis.com/mcp/q4-18/mcp-operations-guide/update-upgrade/major-upgrade/k8s-update/k8s-update-auto.html]


	OpenContrail
	3.2
	4.x
	MCP Operations Guide: Upgrade the OpenContrail nodes from
version 3.2 to 4.x [https://docs.mirantis.com/mcp/q4-18/mcp-operations-guide/update-upgrade/major-upgrade/opencontrail-4.x-upgrade-intro.html]


Note

To update OpenContrail from version 4.0 to 4.1, see:
MCP Operations Guide: Update the OpenContrail 4.x
nodes [https://docs.mirantis.com/mcp/q4-18/mcp-operations-guide/update-upgrade/minor-update/opencontrail-4.x-update-intro.html].






	StackLight LMA
	Build ID 2018.11.0
	Build ID 2019.2.0
	MCP Operations Guide: Upgrade StackLight LMA to Build ID
2019.2.0 [https://docs.mirantis.com/mcp/q4-18/mcp-operations-guide/update-upgrade/major-upgrade/upgrade-stacklight.html]


	 
	Build ID below 2018.11.0
	Build ID 2018.11.0
	MCP Operations Guide: Upgrade StackLight LMA to Build ID 2018.11.0 [https://docs.mirantis.com/mcp/q3-18/mcp-operations-guide/lma/upgrade-stacklight.html]
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Note

This feature is available starting from the MCP 2019.2.10 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-10/mu-10-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.11 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-11/mu-11-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.12 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-12/mu-12-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.13 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-13/mu-13-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.14 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-14/mu-14-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.15 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-15/mu-15-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.16 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-16/mu-16-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.17 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-17/mu-17-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.18 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-18/mu-18-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

Starting from the MCP 2019.2.2 update, if the
TARGET_NODE parameter is empty, the node with the
gerrit:client pillar will be used, which is cid01 by default.





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.20 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-20/mu-20-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Warning

This feature is available starting from the MCP 2019.2.3
maintenance update. Before enabling the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-3/mu-3-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.4 maintenance
update. Before enabling the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-4/mu-4-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.5 maintenance
update. Before enabling the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-5/mu-5-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.6 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-6/mu-6-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.7 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-7/mu-7-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Note

This feature is available starting from the MCP 2019.2.9 maintenance
update. Before using the feature, follow the steps
described in Apply maintenance updates [https://docs.mirantis.com/mcp/q4-18/mcp-release-notes/mu/mu-9/mu-9-apply-updates.html].





          

      

      

    

  

    
      
          
            
  
Warning

This is an advanced topic that requires custom configurations. Mirantis
recommends that you contact your certified representative to execute the
tasks described in this section. Execution of the steps described in this
section may violate your support contract.





          

      

      

    

  

    
      
          
            
  
Caution

Make sure to securely back up the configuration ISO drive image.
This image contains critical information required to re-install
your cfg01 node in case of storage failure, including master
key for all encrypted secrets in the cluster metadata model.

Failure to back up the configuration ISO image may result in loss
of ability to manage MCP in certain hardware failure
scenarios.





          

      

      

    

  

    
      
          
            
  
Caution

The Jenkins pipeline job changes repositories, runs upgrade
packages, and restarts the service on each node of selected groups. As the
pipeline installs packages from configured repositories and does not verify
the version to install, for some environments the version of Ceph packages
can differ between nodes after upgrade. It can affect one node due to manual
configuration without a model or an entire group, like Ceph OSD nodes, due
to a misconfiguration in Reclass. It is possible to run a cluster with
mismatching versions. However, such configuration is not supported and, with
a specific version, may cause cluster outage.

The Jenkins pipeline job provides information about packages versions change
in the console output for each node. Consider checking them before
proceeding to the next node, especially on the first node of each component.





          

      

      

    

  

    
      
          
            
  
Note

If you are using an already existing model that does not have
configuration drives, or you want to generate updated
configuration drives, for example, with an unlocked root login
for debugging purposes, proceed with
generate-config-drives-manually.





          

      

      

    

  

    
      
          
            
  
Caution

The OpenContrail versions support status:


	OpenContrail 4.1 is fully supported.

	OpenContrail 4.0 is deprecated and not supported
for new deployments since MCP maintenance update 2019.2.4.

	OpenContrail 3.2 is not supported for new deployments.







          

      

      

    

  

    
      
          
            
  
Caution

OpenContrail 4.x for Kubernetes 1.12 or later is not supported.





          

      

      

    

  

    
      
          
            
  
Copyright notice

2024 Mirantis, Inc. All rights reserved.

This product is protected by U.S. and international copyright and
intellectual property laws.  No part of this publication may be
reproduced in any written, electronic, recording, or photocopying
form without written permission of Mirantis, Inc.

Mirantis, Inc. reserves the right to modify the content of this
document at any time without prior notice. Functionality described
in the document may not be available at the moment. The document
contains the latest information at the time of publication.

Mirantis, Inc. and the Mirantis Logo are trademarks of Mirantis, Inc.
and/or its affiliates in the United States an other countries.
Third party trademarks, service marks, and names mentioned in this
document are the properties of their respective owners.





          

      

      

    

  

    
      
          
            
  
Note

The pipeline is provided as is. It contains default settings,
examples, and templates that may need adjustment for a deployed
environment. Mirantis does not support the third-party components
like Tempest or Rally used in the CVP tooling.





          

      

      

    

  

    
      
          
            
  
Note

You may add other optional variables that have default values and
change them depending on your deployment configuration. These
variables include:


	VM_MGM_BRIDGE_NAME="br-mgm"

	VM_CTL_BRIDGE_NAME="br-ctl"

	VM_MEM_KB="12589056"

	VM_CPUS="4"









The recommended VM_MEM_KB for the Salt Master node is 12589056
(or more depending on your cluster size) that is 12 GB of RAM.
For large clusters, you should also increase VM_CPUS.

The recommended VM_MEM_KB for the local mirror node is 8388608
(or more) that is 8 GB of RAM.

The br-mgm and br-ctl values are the names of the Linux bridges.
See prerequisites-dtrain for details.
Custom names can be passed to a VM definition using the
VM_MGM_BRIDGE_NAME and VM_CTL_BRIDGE_NAME variables accordingly.





          

      

      

    

  

    
      
          
            
  
Warning

The DevOps Portal has been deprecated in the Q4`18 MCP release
tagged with the 2019.2.0 Build ID.





          

      

      

    

  

    
      
          
            
  
Caution

Starting from the MCP 2019.2.9 update, the Gainsight integration
service is considered as deprecated.





          

      

      

    

  

    
      
          
            
  Mirantis recommends running the following command using Linux GNU
Screen or alternatives.



          

      

      

    

  

    
      
          
            
  
Warning

The HAProxy state should not be deployed prior to Galera.
Otherwise, the Galera deployment will fail because of
the ports/IP are not available due to HAProxy is already
listening on them attempting to bind to 0.0.0.0.

Therefore, verify that your deployment workflow is correct:


	Keepalived

	Galera

	HAProxy







          

      

      

    

  

    
      
          
            
  
Warning

InfluxDB, including InfluxDB Relay and remote storage adapter,
is deprecated in the Q4`18 MCP release and will be removed in the next
release.





          

      

      

    

  

    
      
          
            
  
Note

For production environments, CI/CD should be deployed on
a per-customer basis.

For testing purposes, you can use the
central Jenkins lab [https://ci.mcp.mirantis.net/]
that is available for Mirantis employees only. To be able to
configure and execute Jenkins pipelines using the lab, you
need to log in to the Jenkins web UI with your Launchpad
credentials.





          

      

      

    

  

    
      
          
            
  
Caution

Kubernetes support termination notice

Starting with the MCP 2019.2.5 update, the Kubernetes component is no longer
supported as a part of the MCP product. This implies that Kubernetes is not
tested and not shipped as an MCP component. Although the Kubernetes Salt
formula is available in the community driven
SaltStack formulas [https://github.com/salt-formulas] ecosystem,
Mirantis takes no responsibility for its maintenance.

Customers looking for a Kubernetes distribution and Kubernetes lifecycle
management tools are encouraged to evaluate the Mirantis
Kubernetes-as-a-Service (KaaS) and Docker Enterprise products.





          

      

      

    

  

    
      
          
            
  
Caution

Manila deprecation notice

In the MCP 2019.2.7 update, the OpenStack Manila component is being
considered for deprecation. The corresponding capabilities are still
available, although not further enhanced.

Starting with the 2019.2.11 maintenance update, the OpenStack Manila
component will no longer be supported by Mirantis. For those existing
customers who have the Manila functionality explicitly included in the scope
of their contracts, Mirantis will continue to fulfill the corresponding
support obligations.





          

      

      

    

  

    
      
          
            
  
Note

The procedures included in this section apply to new MCP OpenStack
deployments only, unless specified otherwise.





          

      

      

    

  

    
      
          
            
  
Caution

We recommend that you do not upgrade or update OpenStack
and RabbitMQ simultaneously. Upgrade or update the RabbitMQ component only
once OpenStack is running on the new version.





          

      

      

    

  

    
      
          
            
  
Preface

This documentation provides information on how to use Mirantis products
to deploy cloud environments. The information is for reference purposes
and is subject to change.


Intended audience

This documentation is intended for deployment engineers, system administrators,
and developers; it assumes that the reader is already familiar with network and
cloud concepts.




Documentation history

The following table lists the released revisions of this documentation:







	Revision date
	Description




	February 8, 2019
	Q4`18 GA











          

      

      

    

  

    
      
          
            
  #!/bin/bash

# Apply all known openstack states on given target
# example: run_openstack_states ctl*
function run_openstack_states {
  local target="$1"
  all_formulas=$(salt-call config.get orchestration:upgrade:applications --out=json | jq '.[] | . as $in | keys_unsorted | map ({"key": ., "priority": $in[.].priority}) | sort_by(.priority) | map(.key | [(.)]) | add' | sed -e 's/"//g' -e 's/,//g' -e 's/\[//g' -e 's/\]//g')
  #List of nodes in cloud
  list_nodes=`salt -C "$target" test.ping --out=text | cut -d: -f1 | tr '\n' ' '`
  for node in $list_nodes; do
    #List of applications on the given node
    node_applications=$(salt $node pillar.items __reclass__:applications --out=json | jq 'values |.[] | values |.[] | .[]' | tr -d '"' | tr '\n' ' ')
    for component in $all_formulas ; do
      if [[ " ${node_applications[*]} " == *"$component"* ]]; then
        echo "Applying state: $component on the $node"
        salt $node state.apply $component
      fi
    done
  done
}

# Apply specified update state for all OpenStack applications on given target
# example: run_openstack_update_states ctl0* upgrade.verify
# will run {nova|glance|cinder|keystone}.upgrade.verify on ctl01
function run_openstack_update_states {
  local target="$1"
  local state="$2"
  all_formulas=$(salt-call config.get orchestration:upgrade:applications --out=json | jq '.[] | . as $in | keys_unsorted | map ({"key": ., "priority": $in[.].priority}) | sort_by(.priority) | map(.key | [(.)]) | add' | sed -e 's/"//g' -e 's/,//g' -e 's/\[//g' -e 's/\]//g')
  #List of nodes in cloud
  list_nodes=`salt -C "$target" test.ping --out=text | cut -d: -f1 | tr '\n' ' '`
  for node in $list_nodes; do
    #List of applications on the given node
    node_applications=$(salt $node pillar.items __reclass__:applications --out=json | jq 'values |.[] | values |.[] | .[]' | tr -d '"' | tr '\n' ' ')
    for component in $all_formulas ; do
      if [[ " ${node_applications[*]} " == *"$component"* ]]; then
        echo "Applying state: $component.${state} on the $node"
        salt $node state.apply $component.${state}
      fi
    done
  done
}







          

      

      

    

  

    
      
          
            
  
Note

The MCP Reference Architecture guide now includes
the updated content from the MCP Standard Configuration
document that has been removed from the MCP documentation set.





          

      

      

    

  

    
      
          
            
  
Note

This feature is available as technical preview. Use such
configuration for testing and evaluation purposes only.





          

      

      

    

  

    
      
          
            
  
Caution

Before proceeding with the upgrade procedure, verify that you
have updated DriveTrain including Aptly, Gerrit, Jenkins, Reclass,
Salt formulas, and their subcomponents to the current MCP release
version. Otherwise, the current MCP product documentation is not
applicable to your MCP deployment.





          

      

      

    

  

    
      
          
            
  
Caution

The procedures described in this section are available
as technical preview. Use these procedures
for testing and evaluation purposes only.
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